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Introduction 
The current problem of food shortage in the has been escalating in a rapid state hence there is a necessity increase of the 
food production by the process of smart agriculture which offers satisfying results to convert conventional farming 
practice to sustainable and resource efficient processes. This project uses machine learning methods to monitor the 
nutrient values, soil conditions, and surrounding environmental factors and provides solution for enhancing the crop 
yields this approach gives ideal conditions for different types of crops based on Nitrogen content, Potassium content, 
phosphorus content, Temperature, Humidity, PH and Rainfall. In this project we use an ensemble machine learning 
model to analyse and categorize the data to obtain more accurate crop recommendations and higher yield productions. 

Literature Review 
Based on the climatic conditions and to improve the food security and to improve the rural livelihoods the most common 
approach is the landscape approach which are to be converted into climate smart landscapes[1]. Based on the concept 
of IoT by the use of wireless sensor technology and networks integration a remote monitoring system real time data is 
collected[2]. Smart farming by the use of unmanned aerial vehicles is a best technology to make smart agriculture the 
best than conventional farming methods [3]. The automation of the smart agriculture by the use of IoT, aerial imagery 

Agriculture is a back bone of economy in certain countries even though it plays an crucial role the sector faces few 
problems to cover the demands of the high population growth in the world without the proper use of scientific 
approach by the use of modern technology such as machine learning we can provide suitable remedies to completely 
transform the conventional farming methods. This smart agriculture model recommends the crops to be planted by 
studying the soil nutrient condition, area of cultivation and other relevant factors this ensemble model uses the 
combination of Random Forest, Gradient Boosting, Extra Trees Classification to give accurate crop yield predictions 
and recommendations. 
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to tackle problems like pest control, weed management, irrigation can be solved [4] Smart Agriculture by the integration 
of certain technologies and computational procedures where bid data, Ai are involved the security is a threat by the use 
of IoT this problem is couped [5]. By the use of Nano Technology being explored in the fields which benefits the farms 
to reduce the losses which helps in the gains of rural farmers[6]. The methodical framework of smart agriculture has 
seen significant advancements, but the steps to encourage the development of smart agriculture from the perspective of 
agricultural economic management have not received enough attention. Using the egg price of a city's wholesale market 
as the research object, analyze the factors influencing and fluctuating egg price by first mining and analyzing the relevant 
agricultural big data, and then visualizing the big data in order to innovate agricultural economic management, promote 
the construction and development of smart agriculture, and realize the transformation of agriculture. The findings 
demonstrate that agricultural big data plays a significant role in building smart agriculture and offers robust data support 
for innovations in agricultural economic management[7]. The notion of Climate-Smart Agriculture (CSA) is becoming 
more widely acknowledged as a crucial tool for tackling agricultural issues in the context of climate change. In order to 
promote food security, CSA combines mitigation and adaptation techniques. Even though several nations have expressed 
interest in implementing CSA, the idea is still misinterpreted and handled unevenly. This book uses agricultural 
development and economics to codify the theoretical and methodological underpinnings of CSA. It offers case examples 
that are country-specific and illustrate the economic advantages of CSA, such as decreased susceptibility and improved 
adaptability. The policy implications for national and international agricultural and climate change policies are also 
covered in the book. It provides tried-and-true methods as well as creative ways to implement CSA at the national level, 
making it a valuable resource for scholars, development organizations, policymakers, and the commercial sector[8].  

Climate-smart agriculture (CSA) is gaining recognition as a vital strategy to feed the growing global population amid 
climate change. A review of 137 publications using an institutional analysis framework found that only 55.5% 
specifically addressed institutional dimensions. The CSA concept includes three pillars: productivity, adaptation, and 
mitigation, yet these are rarely integrated in the literature. The focus on these pillars varies by region, with high-income 
countries emphasizing mitigation, while middle and low-income countries prioritize productivity and adaptation. 
Institutional aspects in CSA have gradually gained attention, mainly focusing on knowledge infrastructure and market 
structure, but less on how historical, political, and social contexts influence CSA adoption. A more integrated approach, 
combining technology with institutional factors, could enhance the scaling of CSA practices[9]. In at least nine nations, 
agriculture is the most important industry and contributes 6.4% of the world's economic output. Not only does it sustain 
billions of people, but it also creates a sizable amount of jobs. In order to increase crop yields, the agricultural sector is 
increasingly turning to AI, or "Agriculture Intelligence," in response to the challenges posed by population expansion, 
unpredictable climate change, and food security. This study explores the different uses of AI in agriculture, utilizing 
deep learning, machine learning [10], IoT, robots, computer vision, and precision farming as well as crop phenotyping 
and disease detection [11]. These developments improve soil fertility, cut expenses, increase productivity, and minimize 
the need for chemicals [12][13]. 

Proposed Methodology 

The main purpose of our paper is to predict the suitable crop to be planted based on soil nutrient levels and climatic 
conditions. The system is designed using an ensemble machine learning techniques and trained using the historical data 
which is capable in predicting the crop suitable to plant in the region. The system must be able to fetch the Nitrogen 
content, Potassium content, Phosphorous content, Humidity, Temperature, PH, Rainfall and decide the crop. 

The Algorithms used in the paper for ensemble machine learning model are Random Forest, Gradient Boosting, Extra 
Trees Classification which are used to classify, study and analyse the data to train the model and get the required crop 
plantation recommendation for higher yields. 

Step 1: The field data collected which contains the soil sample data such as Nitrogen content, Potassium content, 
phosphorus content, Temperature, Humidity, PH and Rainfall as shown in figures 1,2 and 3. 
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 Figure 1 Density of Nutrition values of N,P,K present in the soil 

     Figure 2 Density of the surrounding climatic values 

  Figure 3 Distribution of the N, P and K values in the soil 
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Step 2: The Loaded data is pre-processed by fetching out the Null values and duplicate values present in the       data 
set. 

a) Checking for Duplicate values :-
The duplicate values in the data set is been checked based on rows in the data set where the present rows set is
considered as ‘𝑥𝑥𝑝𝑝’ the data set as ‘A’ and the previous row set is considered as 𝑥𝑥𝑞𝑞 where p<q. We consider A=
{𝑥𝑥1,𝑥𝑥2, 𝑥𝑥3, … . , 𝑥𝑥𝑛𝑛} with n rows for each row 𝑥𝑥𝑝𝑝 where p=2,….,n we check if the row 𝑥𝑥𝑞𝑞 is present such that 
𝑥𝑥𝑝𝑝=𝑥𝑥𝑞𝑞 and q<p. The formula checks if 𝑥𝑥𝑝𝑝 ∈ {𝑥𝑥1,𝑥𝑥2,𝑥𝑥3, … . , 𝑥𝑥𝑝𝑝−1} if this condition returns true any I value then 
‘𝑥𝑥𝑝𝑝’ is considered as duplicate. If any duplicate found in the data set then the row is removed form the data set 
which reduces the duplicated values. 

b) Checking for Null Values :-
The null values which have been present in the data set are represented as nan
In the data set A with m columns 𝑦𝑦1,𝑦𝑦2, … ,𝑦𝑦𝑚𝑚 and n rows now take an function f(q) that is equal to 1 if ‘q’ is
an null value or represent 0. If null values are found then we fill the null values of the data set by the mean
value.

Step 3: Now we divide the data set in to train and test set where the 80% of the is been used to train the model and the 
rest 20% is used to test the model to improve the model even better the training set is divided in validation which is of 
20% and the rest 60% is used for training the final model this makes sure the model has been trained, validated and 
tested generalizing the performance. Hence let the data set A be divided into features and labels where the features are 
represented in terms of ‘α’ and labels in terms of ‘β’.  If the total sample proportion is considered as ‘w’ the training set 
is calculated by Train set =(w×n) samples, the test set is calculated as Test set= (1-w)×n samples. Where in the model 
‘w’ is considered as 0.7 hence Test set= 0.7n and train set= 0.3n. 

Step 4: Now we prep the ensemble model buy using three different classifiers Random Forest Classifiers 𝑦𝑦� =
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚{ℎ1(𝑥𝑥),ℎ2(𝑥𝑥), ℎ3(𝑥𝑥) … . ,ℎ𝑇𝑇(𝑥𝑥)} where T represents the decision trees trained on a random subset for sample 𝑥𝑥 
and ℎ𝑖𝑖(𝑥𝑥) is the prediction of the ith tree. 

Gradient Boosting Classifiers 𝑦𝑦� = ∑ 𝛼𝛼𝑡𝑡ℎ𝑡𝑡(𝑥𝑥)𝑇𝑇
𝑡𝑡=1  where ℎ𝑡𝑡(𝑥𝑥) is the Tth tree and 𝛼𝛼𝑡𝑡 is the learning rate by this the model 

minimizes the loss function present in the model. 

Extra Trees Classifiers involve more randomness to the model by the process of node splitting 𝑦𝑦� = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚{ℎ1(𝑥𝑥),ℎ2(𝑥𝑥), 
ℎ3(𝑥𝑥) … . , ℎ𝑇𝑇(𝑥𝑥)}  here the prediction of model is based on the majority of vote. 

The three classifiers are configured using different hyperparameters like number of trees, the depth of trees, nutrition 
value consideration. The above three models are used as they have the ability to capture non-linear relationships which 
are present in the complex dataset. 

Step 5: A Voting Classifier is used to merge the initialized classifiers into a single ensemble model here in soft voting 
each classifier gives us the probability of 𝑝𝑝𝑖𝑖 for each of the class and the final prediction by process of highest average 
probability as in equation 1. 

𝑦𝑦� = 𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑎𝑎𝑥𝑥(1
𝑀𝑀
∑ 𝑝𝑝𝑖𝑖(𝑦𝑦))𝑀𝑀
𝑖𝑖=1         (1) 

where M is the total count of models present in the ensemble model. By pooling the predictions of each individual 
model, the ensemble technique makes use of its strengths, potentially improving total performance. The final forecast is 
made by averaging the anticipated probability from each model, a technique known as "soft voting." Because this 
approach lessens the volatility and bias that could affect individual models, accuracy is frequently increased. The model 
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is now trained by using the training data set by utilizing the grouped approach features and target data after the model 
is trained the accuracy and predictions of the model is calculated and a detailed report is been generated. 

Step 6 : Now to further to improve the model performance we perform hyperparameter tuning by the process of Grid 
Search with cross validation where ′𝛾𝛾′ is the set of hyperparameters and the grid search improves the model performance 
𝑆𝑆(𝛾𝛾) across the various hyperparameters with the help of cross validation as specified in equation 2. 

𝑆𝑆(𝛾𝛾) = 1
𝐾𝐾
∑ 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑎𝑎𝑎𝑎𝐴𝐴𝑦𝑦(𝛾𝛾,𝐷𝐷𝑖𝑖)𝐾𝐾
𝑖𝑖=1        (2) 

which systematically removes all different combinations of hyperparameters used across the different models and by 
the cross-validation technique we assess the performance and move with the optimal condition that give high yield 
accuracy. The final model trained by the optimal hyperparameters 𝛾𝛾∗is evaluated by the use of the test set the accuracy 
is calculated as in equation 3. 

1
𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

∑ 1(𝑦𝑦�𝑖𝑖 = 𝑦𝑦𝑖𝑖)
𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑖𝑖=1         (3) 

where 𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 gives the total number of samples, 𝑦𝑦�𝑖𝑖 represents true predicted label and 𝑦𝑦𝑖𝑖 represents the true label hence 
predictions based on the test set are cross verified and a report is drafted based on the final accuracy and classification. 
Hyperparameter table with optimal values is specified in table 1. 

 Table1 Hyperparameter table with the best hyper parameter values 

Hyperparameter Best value 
et__max_depth 10 

et__n_estimators 50 
gb__learning_rate 0.01 
gb__n_estimators 50 

rf__max_depth 10 
rf__n_estimators 100 

Results and Discussion 
The paper is aimed to give the best crop which is suitable for the external climatic factors and soil nutrient values which 
can gradually reduce the crop wastage and look over the irrigating resources the dataset used has been cleared of the 
duplicate and null values and to evaluate the model accuracy, precision, recall and f1 score was used by ‘True positive’, 
‘True negative’, ‘False positive’ and ‘False negative’ values. The model is enhanced by the use of various 
hyperparameter values and the best were taken for maximum model benefit as shown in table 1. Different types of 
classifiers were used individually and an ensemble model was also used in the combination of those classifiers as shown 
in the table 2 where Random Forest obtained an accuracy of 98%, Gradient Boosting obtained an accuracy of 97%, 
Extra Trees obtained an accuracy of 99% and the ensemble model obtained the accuracy of 99.5% as shown in figure 4. 

 Figure 4 Model Accuracy Comparing 
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 Figure 5 Actual vs Predicted values 

         Figure 6 Feature Importance graph 
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Figure 7 Confusion Matrix between the True and Predicted Labels 

  Table 2 comparing of the accuracy, percision, Recall and F1 score between the models

S.no Model Accuracy Percision Recall F1 score 

1 Random Forest 98% 98.1% 97.5% 97% 

2 Gradient Boosting 97% 96.4% 97% 96.5% 

3 Extra Trees 99% 98% 98.3% 98% 

4 Ensemble model 
(Random forest+ Gradient 

Boosting+ Extra Trees) 

99.5% 99.12% 98.94% 98.91% 

Conclusion and Fature Works 

In conclusion we have shown an data-driven approach in the recommendation of the suitable crops to be planted in the 
certain locality based on the soil nutrient value and the environmental factors such as humidity, temperature, PH and 
Rain Fall this model has the potential to reduce the crop wastage and farmer income loss with the optimization of 
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irrigation resources therefore promoting the smart agricultural methods by the help modernised computer techniques 
such as machine learning. In the near future focus looking ahead to expanding the data in terms of various species of 
crops and cover more diverse conditions integrating real time data by the help of live sensors with advanced IoT 
techniques and an user friendly interface for the farmers to increase the models practical ability. 
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