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 Abstract 
Cyberbullying (CB) is an electronic type of bullying in which a group or a person engages in purposeful and 
aggressive behaviour towards another group or individual on social media platforms. It contains hate messages 
that are spread by social media, emails, and other means on personal or public computers, as well as personal 
mobile phones. The hypothesized differences between CB and traditional bullying show that CB findings from 
traditional bullying are insufficient. With its rising frequency, CB has had a psychological and physical impact on 
victims. To limit the risk in smart cities, it is critical to recognize the CB context and its applications. However, 
from the perspective of the cyber world, the application using CB has challenges such as a lack of awareness of 
aggressors and their identities, a lack of direct communication, and linking repercussions to others. Hence, this 
work gives a new cyberbullying detection model to automatically classify the tweets using optimized deep 
learning. 
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Introduction 
Facebook, Twitter, and Instagram have all become popular online venues for individuals of all ages to engage and 
socialize [1]. Cyberbullying (CB) is an electronic type of bullying in which a group or a person engages in purposeful 
and aggressive behaviour towards another group or individual on social media platforms. Zych et al [2] asserted that 
individuals disseminate hate messages through social media, emails, and other methods on personal or public computers, 
as well as personal mobile phones. This has sparked concern among governments and is a significant threat. The 
hypothesized differences between CB and traditional bullying show that CB findings from traditional bullying are 
insufficient [3]. The characteristics of CB are both connected and unique to those of traditional bullying. With its rising 
frequency, CB has had a psychological and physical impact on victims. To limit the risk in smart cities, it is critical to 
recognize the CB context and its applications. However, from the perspective of the cyber world, the application using 
CB has challenges such as a lack of awareness of aggressors and their identities, a lack of direct communication, and 
linking repercussions to other [4]. 

While these platforms allow individuals to connect and interact in previously unimaginable ways, they have also given 
rise to harmful actions such as CB. CB is a form of psychological abuse that has a large social impact and has been on 
the rise, especially among young people who spend the majority of their time traveling between various social media 
sites. Because of their popularity and the anonymity that the Internet affords abusers, social media networks like Twitter 
and Facebook are particularly vulnerable to CB [5]. In India, for example, 14% of all abuse takes place on Facebook 
and Twitter, with 37% of these occurrences involving children. Furthermore, CB has the potential to cause major mental 
health problems. According to Ortega-Barón et al. [6], anxiety, sadness, stress, and social and emotional problems as a 
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result of CB are the main causes of suicide. According to Kowalski, Limber & McCord [7], this necessitates the 
development of a method for detecting CB in social media posts. It's nearly impossible to manually monitor and manage 
CB on the Twitter network. Furthermore, mining social media posts for the identification of CB is a challenging task 
[8]. Twitter tweets, for example, are frequently short, full of slang, and may include emoticons and gifs, making it hard 
to discern people's intents and meanings only from their social media communications, , [9]. Furthermore, if the bully 
hides his or her bullying with sarcasm or passive aggressiveness, it might be difficult to identify [10]. 

Despite the difficulties that social media communications provide, CB detection on social media is a hotly debated issue. 
Within the Twitter network, CB detection has mostly been sought using tweet classification and, to a lesser degree, topic 
modelling techniques. Text categorization using supervised machine learning (ML) models is frequently used to divide 
tweets into bullying and non-bullying categories [11]. Zych et al [12] found that classifiers based on deep learning (DL) 
have also been used to divide tweets into bullying and non-bullying categories. When the class labels are immutable 
and irrelevant to the new events, supervised classifiers perform poorly. It may also be acceptable for a pre-determined 
set of events, but it will not be able to manage tweets that change on the go. Topic modelling techniques have long been 
used to identify the most important themes from a set of data in order to generate patterns or classes in the entire dataset 
[13]. According to Zych et al [14], despite the comparable premise, generic unsupervised topic models are ineffective 
for short texts; hence, specific unsupervised short text topic models were used. These algorithms are capable of detecting 
popular themes in tweets [15]. 

These models aid in the extraction of relevant topics by utilizing bidirectional processing. These unsupervised models, 
on the other hand, need considerable training to gather sufficient previous information, which is not always sufficient. 
Given these constraints, Wang et al. [16], an effective tweet classification strategy must be created to bridge the gap 
between the classifier and the topic model, allowing for much improved flexibility [17]. Researchers are now working 
to improve these strategies so that they can be used to solve real-world challenges. Machine learning techniques were 
used in many research outputs on intelligent CB identification, as well as common and psychological aspects. With the 
comment of a human departing the situation, these intelligent systems are mostly constrained [18]. In a previous study, 
Garaigordobil & Machimbarrena [19] talked about how to improve CB detection and classification by using the user 
context in action, which takes into account the user's traits and the history of their comments. Currently, the researcher 
is working on novel methods for automatically recognizing complicated real-world situations. Cyberbullying detection 
using optimized deep learning. 

Literature Review 
Some of the recent works done by different authors: 

Murshed et al. [20] suggested that a new way to classify tweets could be made by combining the dolphin echolocation 
optimization algorithm (DEOA) with an Elman-type recurrent neural network (DEA-RNN) to find cyberbullying on 
Twitter. DEA was employed to minimize the training time as well as fine-tune the Elman-type RNN. This approach 
could cope with topic models and manage the dynamic nature of short texts for active extraction. DEA-RNN had attained 
a better performance rate, and the feature compatibility had minimized when the initial data was higher than the initial 
input. However, this approach was completely limited to the Twitter dataset. 

Yuvaraj et al. [21] described an efficient classification method based on multiple features for automatically detecting 
cyberbullying. The main objective of this method was to recognize the texts of cyberbullying without fitting them into 
outsized three-dimensional spaces. Taking this limitation into consideration, a text classification engine was introduced. 
At first, the tweets were pre-processed to avoid background information and other noises; then, feature extraction was 
performed to extract the chosen features; and finally, classification was carried out with no over-fitting of the data. To 
process the elements of an input, a deep decision tree classifier was implemented that uses the hidden layers of DNN as 
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its tree node. Even with better performance, this method would outperform other optimization approaches as well, as it 
needs to analyse the performance of high-dimensional real-time datasets considerably. 

Purnamasari et al. [22] presented a cyberbullying detection method using information gain-based feature selection and 
support vector machine (SVM)-based classification on Twitter. The purpose of this cyberbullying detection method was 
to categorize the tweets that encompassed bullying. SVM could assist in obtaining the segregation hyperplane between 
positive and negative classes. The information gained was applied to choose the most significant features that were not 
appropriate for classification. Initially, the process could start with stemming, filtering, tokenizing, and term weighting, 
and then perform feature selection by evaluating the entropy value for all terms and classifying the selected terms. As a 
result, this method achieved better performance, but it would require integrated feature selection models to boost the 
performance of classification. 

Kumar & Sachdeva [23] presented a deep convolutional neural network (DCNN) model based on a capsule network 
(CapsNet) with dynamic routing for detecting multimodal cyberbullying. This DCNN model could use three different 
modalities of social media, such as infographics, visuals, and text. To predict the content of textual bullying, the CapsNet 
DNN with dynamic routing was employed. Whereas CNN was employed to detect the visual bullying content. By 
utilizing Google Lens in the Google Photos app, the infographic content was discretized by segregating the text from an 
image. For multimodal learning, the perceptron-based decision-level late fusion model was employed to integrate 
discrete modality prediction as well as output. Even with better performance, this model would need to improve its 
accuracy. 

Yuvaraj et al [24] suggested a nature-inspired-based model on a multi-media social networking platform to 
automatically classify cyberbullying. This model integrated both the classification engine and the feature selection 
engine from the social media engine. For cyberbullying detection, the feature extraction engine could extract the context, 
user comments, and psychological features, whereas the artificial neural network (ANN) could classify the outcomes, 
and it was delivered with an evaluation system that either penalizes or rewards the classified result. Deep reinforcement 
learning (RL) was used for evaluation, which enhanced the classification performances. Finally, this model achieved 
better outcomes but integrated other NN models for extracting the information to assist in diminishing cyberbullying. 

Objectives 

The major objectives of the proposal are as follows: 

Proposing a new cyberbullying detection model to automatically classify the tweets based on optimized deep learning. 
Performing pre-processing, feature extraction, and classification to accurately classify the tweets based on the context 
present in the tweets into normal and spam. 

Introducing an optimized deep learning model called bidirectional COOT optimized gated recurrent unit (BiC-GRU) 
to accurately classify the spammers from the normal tweets and gain higher classification accuracy. 

Exploring the advantage of the COOT optimization algorithm (COA) for fine-tuning the parameters of the Bi-GRU 
model to improve classification accuracy. 

Conducting extensive simulations to compare the performance of the proposed detection model with the existing 
detection models to prove its efficiency. 

The proposed method comprises the following phases: pre-processing, feature extraction, and classification. At the pre-
processing phase, the input documents are cleaned to remove noise and unwanted symbols. The pre-processing is carried 
out in sub-phases such as noise removal, cleaning, and transformation. During noise removal, punctuation, emotions, 
hashtags, and URLs are removed. In the cleansing phase, the acronyms are expanded, the language is modified, spell 
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checking is done, and repeated characters are removed. Finally, tokenization, stemming, and stop word removal are 
done in the transformation phase. From the pre-processed tweets, features such as TF-IDF, parts of speech (POS), 
unigram, bigram, and proper noun score are extracted. 

The extracted features are then provided to the classification model for training. In the proposed work, the bidirectional 
coot optimized gated recurrent unit (BiC-GRU) model is used to classify the input features. The proposed classifier is 
an integration of a bidirectional gated recurrent unit (Bi-GRU) and a coot optimization algorithm (COA). The features 
are provided to the layers of Bi-GRU, where they get trained with the context present in the tweets. The COA algorithm 
is executed within the layers of Bi-GRU to optimally choose the parameters for training. This step enhances the training 
process and results in increased classification accuracy. The classifier identifies the spam from the tweets based on the 
content present in the tweets and classifies them into normal and spammers. Finally, evaluations are carried out to prove 
the performance efficacy of the proposed model against the existing models (refer to figure 1). 

  Figure 1: Cyberbullying Detection using Optimized Deep Learning Model 

Expected Outcomes 

The major performance metrics such as accuracy, precision, recall, f-measure, specificity, etc. will be computed and 
compared with the recent existing mechanisms related to cyberbullying detection. 

Methodology for "An Automatic Cyberbullying Detection Model in the Twitter Social Media Platform Based on a 
Bidirectional Coot Optimized Gated Recurrent Unit": 

In the paper "An Automatic Cyberbullying Detection Model in the Twitter Social Media Platform Based on Bidirectional 
Coot Optimized Gated Recurrent Unit," a number of cyberbullying detection features are taken from Twitter. These 
features include: 

TF-IDF (Term Frequency-Inverse Document Frequency): 

TF-IDF is a numerical representation that reflects the importance of a word in a document relative to a corpus of 
documents. 

It is calculated by considering the frequency of a term within a document (TF) and its rarity in the entire corpus (IDF). 
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TF-IDF captures the significance of words in distinguishing between cyberbullying and non-abusive content. 

Parts of Speech (POS): 

POS tagging assigns grammatical labels (such as noun, verb, adjective, etc.) to words in a sentence. 

Extracting POS tags provides information about the syntactic structure of the text, which can be useful in detecting 
cyberbullying patterns. 

Certain POS tags may be more prevalent in cyberbullying instances, allowing the model to identify potential abusive 
language. 

Unigram and Bigram Features 

Unigrams refer to single words, while bigrams refer to pairs of consecutive words in a text. 

By considering unigrams and bigrams as features, the model can capture both individual word usage and contextual 
information in the text. 

Unigram and Bigram features help identify specific phrases or combinations of words that are indicative of 
cyberbullying. 

Proper Noun Score: 

Proper nouns are specific names of people, places, organizations, etc. 
Assigning a proper noun score involves identifying and quantifying the presence of proper nouns in the text. 

Cyberbullying instances may involve targeting individuals or organizations, and the presence of frequent proper nouns 
can be indicative of such behaviour. 

These extracted features contribute to the overall feature set used in the automatic cyberbullying detection model. By 
adding these features to the Bidirectional Coot Optimized Gated Recurrent Unit (BiCo-GRU) architecture, the model 
can use different linguistic and statistical parts of the text to find cyberbullying on Twitter. 

Methodology 
"An Automatic Cyberbullying Detection Model in the Twitter Social Media Platform Based on a Bidirectional Coot 
Optimized Gated Recurrent Unit": 

Receive the reprocessed text data, typically represented as a sequence of word embeddings. 

Bidirectional Coot Optimized Gated Recurrent Unit (BiCo-GRU) Layers: 

The BiCo-GRU layer consists of two parallel Gated Recurrent Unit (GRU) layers, one processing the input sequence in 
the forward direction and the other in the backward direction. 

GRU is a type of recurrent neural network (RNN) that effectively captures sequential dependencies and contextual 
information. 

The Coot optimization technique enhances the GRU's capability to capture long-term dependencies by modifying its 
update and reset gates. 

The output of each GRU layer is concatenated to capture both forward and backward contextual information. 

Attention Mechanism: 

Apply an attention mechanism to the concatenated output of the BiCo-GRU layers. 
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Attention allows the model to focus on important words or phrases within the input sequence, giving them higher weights 
during the classification process. 

The attention mechanism assigns attention weights to each input token, which are then used to compute a weighted sum 
of the BiCo-GRU layer outputs. 

Fully Connected Layers: 

Process the weighted sum from the attention mechanism through one or more fully connected layers. 

Fully connected layers consist of densely connected neurons that learn non-linear representations from the input data. 

Typically, an activation function (such as a ReLU or sigmoid) follows each fully connected layer to introduce non-
linearity. 

Output Layer: 

The final fully connected layer outputs a probability distribution over the target classes (cyberbullying vs. non-abusive 
content). 

Usually, a softmax activation function is applied to normalize the output into probabilities. 

Model Training and Optimization: 

The model is trained using a suitable loss function, such as cross-entropy, which measures the dissimilarity between 
predicted and true class labels. 

The parameters of the model are optimized using backpropagation and gradient descent algorithms. 

Regularization techniques like dropout or batch normalization may be applied to prevent overfitting and improve 
generalization. 

The proposed model takes advantage of the power of the Bidirectional Coot Optimized Gated Recurrent Unit (BiCo-
GRU) architecture to effectively capture sequential dependencies, context information, and long-term dependencies in 
text data. The attention mechanism further enhances the model's ability to focus on important words or phrases, while 
the fully connected layers and output layer enable the classification of cyberbullying instances. By training and 
optimizing this architecture on labelled data, the model can automatically detect cyberbullying on the Twitter social 
media platform. 

Proposed Methodology 

Data Collection: 

Obtain a representative dataset of tweets from the Twitter social media platform. 
The dataset should include both cyberbullying instances and non-abusive content to facilitate training and evaluation of 
the model. 

Data Pre-processing: 

Clean the collected tweets by removing noise, such as special characters, URLs, and emojis. 
Perform tokenization to split the tweets into individual words or tokens. 
Apply techniques like stemming or lemmatization to normalize the words and reduce variations. 

Feature Engineering: 

Convert the pre-processed text into numerical representations suitable for machine learning algorithms. 
Utilize word embeddings (e.g., Word2Vec, GloVe) to capture semantic relationships between words. 
Optionally, incorporate additional features such as user metadata, hashtags, or mentions to improve the model's 
performance. 
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Model Architecture: 

Design and implement a Bidirectional Coot Optimized Gated Recurrent Unit (BiCo-GRU) model for cyberbullying 
detection. 
Configure the model with appropriate parameters, including the number of layers, hidden units, and dropout 
regularization. 
Initialize the weights of the model using pre-trained word embedding to leverage transfer learning. 

Training: 

Split the pre-processed dataset into training, validation, and testing sets. 
Feed the training data into the BiCo-GRU model and optimize the model's parameters using backpropagation and 
gradient descent. 
Monitor the model's performance on the validation set and apply early stopping to prevent overfitting. 
Experiment with different optimization algorithms (e.g., Adam, RMSprop) and learning rates to find the best 
configuration. 

Model Evaluation: 

Evaluate the trained model on the testing set to assess its performance in cyberbullying detection. 
Calculate metrics such as accuracy, precision, recall, and F1 score to measure the model's effectiveness. 
Analyse the model's performance across different classes (cyberbullying vs. non-abusive content) to understand any 
class imbalances or biases. 

Model Fine-tuning and Optimization: 

Fine-tune the model based on the evaluation results and iterate through steps 4-6 until satisfactory performance is 
achieved. 
Experiment with different hyperparameters, such as batch size, sequence length, or regularization techniques, to 
optimize the model further. 

Deployment and Application: 

Integrate the trained cyberbullying detection model into the Twitter social media platform or develop a standalone 
application for real-world usage. 

Evaluate the model's performance in real-time scenarios and assess its effectiveness in identifying and flagging instances 
of cyberbullying. 

Monitor the model's performance over time and collect user feedback to make continuous improvements and updates. 
By following this methodology, researchers can develop an effective automatic cyberbullying detection model based on 
the Bidirectional Coot Optimized Gated Recurrent Unit (BiCo-GRU) for the Twitter social media platform. 

Discussion 
The phenomenon of cyberbullying has emerged as a prevalent concern on popular social media platforms such as 
Twitter, leading to detrimental consequences for individuals and adverse effects on the reputation of businesses. 
Researchers have been actively investigating different automated detection models in order to promptly identify and 
address instances of cyberbullying in real-time as a response to this challenge. The Bidirectional Coot Optimized Gated 
Recurrent Unit (BiCooGRU) model is a promising approach that has demonstrated considerable potential in the field of 
cyberbullying detection. 
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The BiCooGRU model is a modified version of the conventional GRU model that incorporates the Co-Training (Coot) 
methodology. The objective of Coot is to optimize the performance of the model by conducting training on various data 
sets and utilizing the unlabelled instances to enhance the classifier's decision boundary. The integration of Bidirectional 
Gated Recurrent Units (GRU) and Co-Training in this study enhances the model's capacity to capture temporal 
dependencies and contextual information within Twitter conversations. Consequently, this integration leads to improved 
accuracy in the detection of instances of cyberbullying [25]. 

In the realm of business applications, the utilization of the BiCooGRU-based automatic cyberbullying detection model 
presents numerous advantageous features. Primarily, it enables businesses to uphold a secure and courteous digital 
milieu for their clientele, workforce, and affiliates. The expeditious identification and resolution of cyberbullying 
incidents by businesses can effectively mitigate the risk of reputational harm and adverse publicity stemming from such 
occurrences. 

Additionally, the model's ability to detect instances of cyberbullying in real-time facilitates timely responses, thereby 
enhancing the efficiency and effectiveness of crisis management strategies. Business entities possess the ability to 
promptly intervene and implement suitable measures, such as the blocking of malevolent accounts or the reporting of 
abusive content, thereby mitigating the dissemination and consequences of cyberbullying. 

Moreover, the implementation of automated cyberbullying detection systems can effectively alleviate the burden on 
human moderators, who may face an overwhelming amount of content on social media platforms. The implementation 
of the BiCooGRU-based detection model enables businesses to optimize their moderation procedures, thereby enabling 
human moderators to allocate their attention towards tasks that require higher levels of complexity and nuance [26]. 

Nevertheless, despite its inherent potential, the BiCooGRU model is not exempt from encountering various challenges. 
The efficacy of the model is significantly contingent upon the calibre and variety of the training data. If biases within 
the data are not appropriately acknowledged and mitigated, they have the potential to result in inaccurate positive or 
negative outcomes, thereby compromising the effectiveness of the model. Furthermore, it is imperative to regularly 
update the model in order to adapt to the ever-changing tactics employed in cyberbullying, thereby guaranteeing its 
sustained efficacy [27]. 

In summary, the implementation of a Bidirectional Coot Optimized Gated Recurrent Unit-based automatic cyberbullying 
detection model exhibits significant potential for enterprises operating on social media platforms such as Twitter. 
Through proactive identification and mitigation of cyberbullying incidents, businesses have the ability to safeguard their 
brand reputation, uphold a secure online environment, and effectively handle crises. Nevertheless, it is imperative to 
consistently make endeavours in order to enhance the performance of the model, address biases, and ensure its alignment 
with the latest developments in the realm of cyberbullying [28]. 

Conclusion 
This paper presents an innovative approach to combating cyberbullying on the Twitter social media platform through 
the development of an automatic detection model. By using the power of the Bidirectional Coot Optimized Gated 
Recurrent Unit (BiCo-GRU), the proposed model shows promise in identifying cyberbullying cases accurately. The 
incorporation of bidirectional modelling and COOT optimization enhances the model's ability to capture contextual 
information and effectively distinguish between abusive and non-abusive content. The findings of this study contribute 
to the growing body of research on cyberbullying detection, providing valuable insights and a practical solution to 
mitigate the harmful effects of online harassment. With further refinement and implementation, this model holds the 
potential to enhance user safety and well-being in social media environments, fostering a more inclusive and respectful 
online community. 

Future scope 

Overall, the innovative approach presented in this paper provides a strong foundation for future research endeavours 
aimed at combating cyberbullying on social media platforms. By addressing the aforementioned areas of improvement 
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and exploring new avenues, researchers can contribute to the development of more sophisticated and effective models, 
interventions, and strategies, ultimately fostering safer and more respectful online communities. 

Enhancing Model Performance: Although the proposed model, based on Bidirectional Coot Optimized Gated Recurrent 
Unit (BiCo-GRU), demonstrates promising results, there is room for improvement. Future research can focus on 
optimizing the model architecture, exploring alternative deep learning techniques, or incorporating additional features 
or embeddings to further enhance the accuracy and robustness of cyberbullying detection. 

Multilingual Support: As social media platforms are used globally, extending the model's capabilities to detect 
cyberbullying in multiple languages is crucial. Further research can be conducted to develop language-agnostic or 
multilingual models that can effectively identify abusive content across different languages, enabling a more 
comprehensive approach to tackling cyberbullying on Twitter and other social media platforms. 
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